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Background

• Bayesian neural networks have been widely used in many applications.

• Adversarial sensitivity is a common problem of deep neural network

models, including Bayesian neural networks.

• Even though Bayesian neural networks have been found more robust to

adversarial attacks, their ability to deal with adversarial noises in practice

is still limited.
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A Theoretical Point of Penetration

• It is proved that a Bayesian neural network model will become more

robust if E‖W ‖2 of each layer get restricted.

Consider function fW(x) = f (W x + b), where the activation function

f (·) is Lipschitz continuous with Lipschitz constant Lip(f ). For any

perturbation ξ with norm ‖ξ‖, we have

EW ‖fW(x + ξ)− fW(x)‖ ≤ Lip(f ) · E‖W ‖2 · ‖ξ‖, (1)

where ‖W ‖2 represents the spectral norm of matrix W , and it is de-

fined as

‖W ‖2 = max
ξ∈Rn ,ξ 6=0

‖W ξ‖
‖ξ‖ . (2)

Theorem
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Naive method to restrict E‖W ‖2

How to restrict E‖W ‖2 in practice? A naive method:

minimize
W

L+
λ

2

L∑
l=1

(E‖W l‖2)2, (3)

The expectation is estimated by Monte Carlo sampling (K times). The

spectral norm is calculated by Power Iteration (N iterations) method.

The time complexity is O(KN).
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Faster Estimation

A substitution: Estimation of its upper bound.

Consider a Gaussian random matrix W ∈ Rm×n, where Wij ∼ N(Mij ,A2ij)

with M,A ∈ Rm×n. Suppose G ∈ Rm×n is a zero-mean Gaussian random

matrix with the same variance, i.e., Gij ∼ N(0,A2ij). We have

E‖W ‖2 ≤ ‖M‖2 + c

(
max
i
‖Ai ,:‖+max

j
‖A:,j‖+ Emax

i ,j
|Gij |

)
, (4)

where c is a constant independent of W .

Theorem

The estimation of the upper bound is faster: O(K + N)

Denote LS as half of the square of the upper bound of E‖W ‖2 in each layer.

Add it into the loss function:

minimize
W

L+ λ · LS . (5)

The method is named as Spectral Expectation Bound Regularization (SEBR).
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Verifications

• The upper bounds reflect the variation trends of real values accurately.

• The real values get decreased bacause of the usage of SEBR.
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Verifications

• The time costs get reduced compared with the naive method.
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Influence on Uncertainty

The epistemic uncertainty of the model output gets reduced by SEBR:

Consider a Bayesian neural network with only a linear layer fW(x) =

W x + b, where x ∈ Rn, W ∈ Rm×n. Denote the epistemic uncertainty

of the output after one step gradient descent without SEBR as He , and

the epistemic uncertainty after one step gradient descent with SEBR as

H ′e . With sufficient sample times, we have

H ′e ≤ He . (6)

Theorem

It verifies the robustness of the model from another point of view.
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Verification on Uncertainty Decrease

Experiments on the verification of the decrease of the output uncertainty.
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Improvement on Adversarial Robustness

Experiments on multiple structures (i.e., MLP and CNN), multiple datasets

(MNIST and Fashion-MNIST), and multiple attacks (i.e., FGSM and PGD)

verify the efficiency of the proposed method.
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Improvement on Adversarial Robustness

Experiments on more complex structure (i.e., VGG), more complex datasets

(CIFAR-10/100) further verify the efficiency of the proposed method.
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Thanks!
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