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Section 1

Introduction

Bayesian Attention Modules AISIG



3/24

Introduction Bayesian attention modules Experiments Conclusion Appendix

The paper and the authors

• This paper is published in NeurIPS 2020.

MetaReview

All reviewers recommended acceptance, pointing out that this is an
interesting idea and a solid and well-executed work.

• The first authors come from The University of Texas at
Austin.
• They published a series of papers these years:

• Bayesian Attention Belief Networks, ICML 2021
• Adversarially Adaptive Normalization for Single Domain

Generalization, CVPR 2021
• Contextual dropout: An efficient sample-dependent dropout

module, ICLR 2021
• ...
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Introduction on attention modules

• Attention modules have been widely used in various
applications.

• They are effective in not only being combined with other
components, but also be used to build a stand-alone
architecture.

• They also aid model visualization and enhance interpretability.
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Preliminaries on attention modules

• Attention: putting more focus to important information
according to current states.

• Deterministic attention:

Φ = f(Q,K), Wi,j = exp (Φi,j) /
n∑
j=1

exp (Φi,j) , O = WV

Figure source: Yu, Zhou, et al. Deep modular co-attention networks for visual question
answering. In CVPR, 2019.
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Advantages of stochastic attention

Advantages of making the attention weights stochastic and
learning in a probabilistic manner:

• Capture more complicated dependencies

• Provide better model analysis

• Estimate uncertainties.
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Related work

• Stochastic attention focus on hard attention 1 2

• The weights are discrete random variables, making
backpropagation difficult.

• Soft stochastic attention with normal distribution 3

• Weights are possibly negative and not sum to one.

1
Xu, Kelvin, et al. Show, attend and tell: Neural image caption generation with visual attention. In ICML,
2015.

2
Deng, Yuntian, et al. Latent alignment and variational attention. In NeurIPS, 2018.

3
Bahuleyan, Hareesh, et al. Variational Attention for
Sequence-to-Sequence Models. In COLING, 2018.
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Section 2

Bayesian attention modules
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Main design idea

• Review on deterministic attention:

Φ = f(Q,K), Wi,j = exp (Φi,j) /

n∑
j=1

exp (Φi,j) , O = WV

• Main idea: Treat W as random variables from a distribution
qφ, which is parameterized by Q and K.
• Requirements:

• Wi,j > 0
• ∑

j Wi,j = 1
• Amenable to gradient descent based optimization.
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Two distributions

Weibull distribution

p(S | k, λ) =
k

λk
Sk−1e−(S/λ)k

Lognormal distribution

p(S | µ, σ) =
1

Sσ
√

2π
exp

[
−(logS − µ)2

2σ2

]
Weights W are got by applying a normalization over S:

Wi =
Si∑
j Si,j
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Contextual prior for regularization

• Motivating example:

• Idea: use keys K to construct prior attention distributions,
regularizing posterior construsted for each query Q.
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Putting it all together

Combining all things above, the Evidence Lower BOund (ELBO)
loss is given by

Lλ(x,y, ε) = log pθ (y | x, g̃φ(ε))−

λ

L∑
l=1

KL (qφ (Sl | g̃φ (ε1:l−1)) ‖pη (Sl | g̃φ (ε1:l−1)))︸ ︷︷ ︸
analytic

.
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Section 3

Experiments
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Graph neural network results

• Graph attention networks (GAT) use self-attention layers to
process node-features.

• Bayesian Attention Modules are used to improve the
self-attention layers.

• L and W denote Lognormal and Weibull.

• C and F denote the contextual prior and the fixed prior.
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Visual question answering results

• Image features with Gaussian noise are used to evaluate the
model robustness.

• Patch Accuracy vs Patch Uncertainty (PAvPU) is a metric to
evaluate the quality of uncertainty estimation
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Visual question answering results

• p-value is a metric of the model uncertainty.
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More experimental results

• Image captioning

• Neural machine translation

• Pretrained language models
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Section 4

Conclusion
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Conclusion

Summary:

• This paper proposed a Bayesian attention module, with few
modifications to standard attention.

• Experiments on a variety of tasks show its effectiveness.

My thoughts:

• “Bayesian” is all you need!
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Conclusion

Summary:

• This paper proposed a Bayesian attention module, with few
modifications to standard attention.

• Experiments on a variety of tasks show its effectiveness.

My thoughts:

• “Bayesian” is all you need!
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Useful links

• Paper link (arxiv): https://arxiv.org/pdf/2010.10604.pdf

• Paper home page in NeurIPS:
https://papers.nips.cc/paper/2020/hash/bcff3f632fd16ff

099a49c2f0932b47a-Abstract.html

• Slides and video from the authors:
https://slideslive.ch/38937138/bayesian-attention-modules
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Details for calculating W
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Details for the two distributions
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Details for the contextual prior
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